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RESEARCH IN PRAGMATICS AFTER MORRIS

According to Charles Morris (1938: 41f., 29ff. = 1971:19f., 4 1ff. and 1939; 132f.
= 1971:416f.), pragmatics deals with the «pragmatical dimension of semiosis», which
is based on the relation of sign vehicles to interpreters and manifests itself in the
process of interpretation. This paper will therefore concentrate on what happens in the
interpretation of a sign vehicle by an interpreter. It analyzes the conditions an entity
must fulfil in order to function as an interpreter in a semiosis. § 1 shows how these
conditions vary according to the various types of semiosis so that specialized roles of
interpreters arise, which are discussed in § 2. § 3 characterizes focal points of current
pragmatic research, devoting a section each to pragmatic processes in semiosis, to the
types of signs that have been called «pragmatic signs», to pragmatic versus semantic
information and to specifically pragmatic messages. § 4 surveys central strategies of
pragmatic research applicable to coded communicative signs and § 5 complements
this presentation by treating the pragmatics of codeless and of non-communicative
signs. In each of these sections I will start by introducing my own terminology, then
draw attention to relevant conceptions of Charles Morris, and confront them with
dominant trends of current research; as a result, an assessment of Morris's contribu-
tion to pragmatics will be given in § 6.

1. Types of semiosis
1.1. Signaling and indicating processes

When someone or something takes something as a sign and interprets it as
representing something else, a system i responds with behavior r 10 a stimulus z,
which affects i through a medium m. This is what Morris (1938 and 1946) calls «a
semiosisy, _

The stimulus z can be an object, property, relation, event, or state of affairs.
Morris (1938 and 1946) refers to it as «a sign vehicle».

The system 1 can be a living being (or one of its parts) that is affected by a
stimulus from its environment and responds by adjusting its body behavior; it can be
a machine (or one of its parts) that changes its performance when it receives
information through one of its channels; it can be a social institution that reacts to a
new situation according to its own rules. Morris restricted his approach to living
beings but was highly interested in the possibilities of extending it to machines and
institutions (personal communication of August 1975; about machines as interpreters
cf. Smythe 1990, about institutions as interpreters cf. Posner 1989).
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The medium m can be any material connection between i and z: the light which
gives access 1o stimulus colors and forms, the air which transmits sound and smell, a
liquid which has a taste and a temperature; there may also be direct contact without
intervening materials, as when the pressure exerted by an object is sensed. For i to be
affected by z, it need not have sophisticated organs of perception such as «the five
senses» of hamans; the process can be much more primitive, as when microbes react
to acid components in the surrounding liquid by moving away from them. The
attempt to include all media and to cover the interpretation processes of all living
beings has been one of the persisting challenges of Morrisian semiotics.

The behavior r with which i responds to z can be any change in the state of i
which is caused by (and different from) the fact that i is affected by z. Such changes
of state are called «interpretants». They may be body movements, machine perform-
ances or institutional actions. If i is equipped with specialized subsystems for
perception and cognition, its response r 10 z may consist not in an overt performance
but in the formation of a belief in a state of affairs d (which may itself be identical with
or different from z). Generally I say that in every semiosis z functions as a signal for
1to do r; every semiosis therefore is a signaling process. If the interpretant r consists
in the formation of a belief in a state of affairs d, I say that z indicates d t0 i, d is a
message indicated to i through z, z is an indicating sign (or indicator), and the
semiosis as a whole is a process of indication. Thus if i is an organism and z is the fact
of there being a dark area under a tree, z may function as a sign indicating to i that
there is a shadow, or that there exists a source of light which throws the shadow, or
that the light comes from a certain direction, or that it is cooler there than in the
surroundings, etc. These are all possible messages indicated to i through the dark area.
Such messages are called «designata» in Morris 1938, «significata» in Morris 1946,
and «significations» in Morris 1964 — with some theoretical modifications to be
discussed below in § 3.4,

Let us now suppose that the organism i in the above example moves into the
shadow. The semiotic concepts introduced so far allow two different explanations for
this behavior. In the one case, seeing the dark area causes the belief in i that it is cooler
there, which in turn causes i to move there. In this case, the dark area under the tree
functions as an indicating sign; that it is cooler there is its message; the formation of
a belief in this message by i is its interpretant; and the movement is only a further
consequence. In the other case, i has an innate tendency or acquired habit to shun
bright light, and perceiving the dark area causes i to move, without any beliefs
intervening. In this case the dark area functions only as a signaling sign and it is the
movement that is its interpretant. Morris's conception of the interpretant is similarly
broad. Depending on the type of semiosis in question, he takes the interpretant to be
an act at one time (cf. Morris 1939: 132f, = 1971:416) and the activation of a
disposition (o act (which includes beliefs) at another time (cf. Morris 1946; 16£f, =
1971:93ff. and 1964:5f. = 1971:405¢.). In order to explain how such a disposition
turns into an act, Morris assumes the organism to be in some stage of a purposive
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behavior, e.g., seeking cooling (cf, Morris 1946:51f. = 1971:127). In general,
organisms take stimuli as indicating signs and postpone overt response when they are
in what G. H, Mead (1938:3££.) calls the perception phase of an action, Such signs are
calied «designative signs» by Morris.

The perception phase is then followed by the working and the consummation
phases, within which stimuli are either taken as primitive signals or as indicating
signs followed by immediate overt responses (cf. Morris 1964:3f. = 1971:403).

1.2. Signification

Whether the interpretant which i produces in the reception of z is the formation
of a belief or not, it can be either a unique response (which is not generalizable with
respect to any property of z) or it can be a reaction governed by a code ¢. Codes are
either innate (in organisms), or programmed (into machines) or conventional (in
individuals who are members of a group). Codes correlate signifiers with signifieds,
and where they intervene, i takes z as a token of a signifier, and i's response is a
performance of or a belief in a token of the signified. Examples of the functioning of
innate and programmed codes are the growth of an organism according to the
instractions stored in the chromosomes and governed by the genetic code and the
performance of a computer processing a given input according to its program which
is specified in a programming language. Examples of the functioning of conventional
codes are the diagnosis of an illness by a doctor on the basis of a medical symptoma-
tology, the interpretation of a verbal utterance according to the grammatical and
lexical rules of a natural language, and the identification of the genre of a piece of
music according to the contemporary genre code, Where the interpretant is deter-
mined by a code (which brings signifiers and signifieds into play), I say that the sign
in question is a signifying sign and the semiosis as a whole is a process of significa-
tion. As shown by the above examples of the genetic code and of an innate tendency
to react, not only indicating signs but also other signaling signs can be signifying.

Although Morris does not use the term «code», he knows Saussure's (1916)
distinction of «langue» (a system of signifiers paired with signifieds) versus «parole»
(the interpretation of sign vehicles as tokens of signifiers paired with signifieds), and
he reconstructs it on a behavioral basis (1946:37f. = 1971:115). Instead of distin-
guishing between signs and signifiers, he claims that signs often belong to sign
families, which are «sets of similar sign vehicles which for a given interpreter have
the same significata» (1946:19f, = 1971:96). Missing in this approach, however, is a
parallel distinction on the side of the significata between signifieds and the tokens
thereof occurring in particular semioses — a distinction which should not be confused
with the distinction of signifieds vs referents («significata» vs «denotata» in the terms
of Morris 1946). With this qualification, what is nowadays called «a code» can be
taken to be equivalent to what Morris called «a lansign system»: It is «a set of
plurisituational signs [sign families] with interpersonal significata common to mem-
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bers of an interpreter family [...] and combinable in some ways, but not in others to
form compound signs» (1946:35f, = 1971:113).

1.3. Sign manipulation

Whether a semiosis contains non-indicating signais or indicating signs, whether
it is a process of signification or not, the sign involved can either result from
unintended natural processes or it can have been produced by a living system,
apparatus, or institution with the intention that it function as a signaling, indicating,
or signifying sign for a certain interpreter. Examples are living beings that manipulate
other living beings, machines, or institutions, as when a human experimenter puts
acid into the water so that certain microbes take it as a signal to move away; or when
& chimpanzee in a fight with another chimpanzee produces a body movement so that
his partner take it as indicating a further movement {which he then may perform or
fail to perform); or when a photographer directs his malfunctionin & automatic camera
toward the sun because bright light is a signal for it to react with the short shutter time
he needs; or when a conscript commits selfmutilation so that the army (ake the state
of his body as indicating unsuitability for military service; or when a murderer leaves
a forged letter at the victim's corpse so that it will signify to the law court that the
victim committed suicide. In each of these cases we have 1o distin guish two
interpreters with different roles: a sign producer (the human experimenter, chimpan-
zee, photographer, conscript, murderer) who intends a sign to be a cause for an
interpretant behavior in a certain interpreter; and a recipient who is affected by the
sign and responds with his interpretant behavior (which may correspond to what the
sign producer intended or not). Where there is intentionat sign production, I say that
the sign in question is a manipulating sign and the semiosis as a whole is a process of
sign manipulation,

Morris 1946 paid much attention to the difference between the coded significata
of signs and their use, i.e. their «production [...] as means-objects to accomplish some
end» (1946:96f. = 1971:176). Taking as a guide Mead's segmentation of action into
the perception phase, working phase, and consummation phase, Morris distinguishes
three modes of signifying:

1. Signs that convey information (therefore being particularly appropriate in the
perception phase of a recipient's action) are called «designative signs»; an
example is a sentence such as: «Today, there is a steady westerly wind.»

2. Signs that incite a way of acting (therefore being particularly appropriate in the
working phase of the recipient's action) are called «prescriptive signs»; an
example is the sentence: «Keep ahead of the wind!»

3. Signs that induce a valuation (and are therefore particularly appropriate in the
consummation phase of a recipient's action) are called «appraisive signs»; an
example is the sentence: «What a wonderful wingd!»

——
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The context of action within which an interpreter receives a s_ign may influence
his interpretant behavior, but it leaves the sign's signified unmodlfied. Coded‘si.gns
change their significatum neither according to the phase of action tl}e recipient
happens to be in while receiving them nor according to the phase of action the sign
producer happens to be in while emitting them, But the very fact that such signs have
constant significata enables their producers to use them as instruments for their own
goals. When a sailor in a harbor wakes his friends up in the morning and says to them
«Today, there is a steady south-westerly wind of force 8» in order to mak('a them goon
a sailing trip with him, he uses a designative sign to incite a way of acting. When g
sailor on a boat trip where the direction of the boat does not matter, says to the
steersman «Keep ahead of the wind!» in order to make him aware of the fact that the
wind has changed, he uses a prescriptive sign to convey infonnatiqn. When a guest on
a sailing boat says «What a wonderful wind!» in order to m_ake his hosts prolong .ihe
sailing trip, he uses an appraisive sign to incite a way of.act_mg.. Where the use a sign
producer makes of a sign differs from its mode of signifying, Moms speal;s of
«secondary sign use» (1946:941,, 116 = 1971: 174, 193); primary sign use then is the
production of designative signs to inform, of prescriptive signs to incite a way of
acting, and of appraisive signs to induce a valuation. With these conceptualizations
Morris was well ahead of his time in 1946; the distinction of primary and secondary
sign use was only taken up two decades later by Jakobson (1960}, Gordon and Lakoff
(1971), and Searte (1975).

1.4, Communication

In the discussion of secondary sign use a point emerged which had been
underestimated by Morris: the complexity of intentional relations between sign
producer and recipient that are necessary for them to perform what is generally cailied
«communication» (cf, Morris 1946:37f., 117ff, = 1971:115, 195fF. for his conception
of «communization»). (1) In a communication process, the sign producer produces
the sign not only with the intention of bringing about a certain interpretant behla\‘rior
in the recipient but also with the belief that this behavior will oceur if the recipient
recognizes that the sign producer produced the sign with this intention (cf, Strawsqn
1964, Grice 1957, Schiffer 1972, Bach and Harnish 1979, and Meggle 1981), Thxs
tmplies that the sign producer intends to bring about a certain in_terpretant by {nakm g
the recipient aware that this is his intention, (2) If the reciplent_reacts v{nh that
interpretant, he does so because he recognizes that the sign producer intends him to do
so on the basis of the fact that he recognizes the sign producer’s intention. An example
is a standard request such as «Please close the door now». Here the sign producer
believes that the recipient will perform just because the sign indicates to him that the
sign producer wants him to perform, Another example is a standard statement such as
«It ig raining», uttered in aroom without access to the outside. Here the sign produper
believes that the recipient will form the belief that it is raining just because the sign
indicates to him that the sign producer wants him to form that belief, (For other types
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of speech acts cf. Searle 1969 and 1979:1-29). Non-linguistic examples of communi-
cation in this strict sense are body gestures of primates such as threats and appeasals
(cf. Waal 1982), traffic signs (cf. Savigny 1980 and Krampen 1982), as well as house
fronts, parades, and other means of self-presentation used by .social institutions.
Where the sign producer has a complex intention of the type described, I will call him
«a sender», the intended recipient «an addressee», and the sign «a communicative
sign»; if the adressee recognizes this intention, the resulting complex semiosis is
called «a process of communication»; if he produces the intended interpretant, then
the communication is called «successful»,

Once reflexive intentions of the kind introduced are admitted, semiosis can
reach unlimited levels of complexity which are restricted only by the interpreter's
internal structure. One immediate consequence is the ability of the addressee to
correct errors, i.e. unintended deviances of the sign event from the sign design, and to
complement incomplete signs. When someone says «Please pass the salt», the coded
meaning (i.e. the signified) of this sentence leaves the addressee options such as
passing the salt immediately or an hour later. However, when he realizes the speaker's
intention to say something relevant to the present interaction in a meal, he will
conclude that he should do it immediately and he will react as if the speaker had said
«Please pass the salt now». In this case the addressee takes circumstances of the
communication situation as indicating signs that guide his interpretation of the
communicative sign. The speaker can rely on such auxiliary sign processes to such a
degree that he will anticipate the recognition of his intention by the addressee even on
the basis of an incomplete communicative sign.

The assumption that the speaker intends to say something that is required by the
purpose of the present interaction is what Grice (1975) calls the «cooperative
principle». Its validity explains not only the occurrence of corrections and
complementations but also of reinterpretations of an utterance that are less straight-
forward. If at all possiblé, an utterance is taken as underlyingly cooperative even
when its coded meaning violates the cooperative principle,

An example is the English sentence «Can you close the door?» It indicates,
according to the grammatical and lexical rules of English, that its sender intends its
addressee to react by stating whether he is able to close a certain door or not. But it is
often uttered in a situation where it is obvious to the speaker that the addressee is able
to close the door and where the addressee is aware of this. In this situation the speaker
counts on the addressee’s assumption that he did noi just want to make a pointless
utterance, but to communicate something relevant. In trying to find out what this is,
the addressee looks for a possible function of the utterance in the present interaction.
He asks himself what would make a question such a «Can you...7» relevant.
A possible answer is that it could be a preparation of the request «Please do...», which
would have a good chance of success if uttered after a positive response to the
question. Since the addressee knows that the speaker knows that the response would
be positive, he can conclude that the speaker wants to draw the addressee’s attention
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to the possibility of requesting him to close the door, Other mutually known features
of the communication situation may function as indicators that confirm or disconfirm
such a conclusion. If the door is already closed or if the speaker is known 10 insist on
having discussions in his room with the door open, this would refute the assumption
that he wants to prepare a request for closing the door. If that is not so, however, and
if the addressee may assume that the speaker regards the topic they are discussing as
secret, he can infer that the speaker wants the door closed, which would constitute
another condition for a felicitous request. Reasoning of this kind may lead the
addressee to interpret the pointless question «Can you close the door?» as an indirect
way of making the relevant request «Please close the door».

Such reasoning is normally performed automatically and remains below the
threshold of consciousness. But it has to be taken into account if communicative
interaction is to be adequately explained. A process of communication where the
sender intentionally produces a signifying sign whose signified is different from what
he intends to communicate to the addressee is called «indirect communication»,
Indirect communication is a special case of what Morris (1946:94£,, 116 = 1971:174,
193) calls «secondary sign use». In secondary sign use the recipient can react to a sign
ina way different from its signified without knowing whether there is a sign producer
and, should there be one, what he intends in producing the sign. In indirect commu-
nication, however, the recipient reacts to a sign in a way different from its signified
just because he believes that the sign producer intends him to react in this way and
wants him to know this,

Examples of indirect communication combining the Morrisian modes of signi-
fying with incongruent modes of use are the following:

a. Someone who plans to sail to the other side of a lake and can presuppose that the
persons around him know of this plan, asks one of them: «What will the weather
be like today?» and receives the answer: «The weather will be excellent today!»
Whether or not he adopts this valuation, he will conclude from the fact of its
ufterance that, in the opinion of the person he is talking with, the weather will
provide a fair sky and a steady wind, which are both excellent conditions for
sailing. In this case the addressee makes an informative use of the appraisive sign.
Similarly, he could have made an informative use of a prescriptive sign in an
answer of the type «You should take the big sail today».

b. Someone who plans to go to the other side of a lake and has to decide if he can use
his sailing boat or if he must take a motor boat, asks one of the persons around:
«How do I get to the eastern lake shore?» and receives only the answer: «Well,
there is a steady westerly wind». Whether or not he considers this description true,
he will conclude from the fact of its utterance that in the opinion of his addressee
he should use the sailing boat. He will assume that this message was to be
communicated to him. In this case the addressee makes an incitive use of a
designative sign. Similarly, he could have made an incitive use of an appraisive
sign in an answer of the type «Look, what an excellent wind!»
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¢. Someone who plans to sail to the other side of a lake and can presuppose that the
persons around him know of this plan, asks one of them: «Will the weather stay
good?» and receives only the answer: «You should take the big sail today»,
Whether or not he follows this advice, he will conclude from the fact of its
utterance that, in the opinion of his addressee, the weather will stay good. He will
assume that this message was to be communicated to him. In this case, his
addressee makes a valuative use of a prescriptive sign, Similarly he could have
made a valuative use of a designative sign in an answer of the type «There is a
steady westerly wind today».

What is communicated in these examples is not only the signified of the
sentences but also a message which differs from it. This makes the cases in question
different from the sailor's examples discussed earlier (§ 1.3), where only the signified
was communicated and the further response was intended by the sign producer
without the receivers necessarily being aware of this intention. This shows that
Janguage is normally used for communicating a signified, but that this communica-
tion can itself serve either to communicate an additional message indirectly or to
manipulate the addressee into a further response. In contrast with a widespread
préjudice, communication (even in the strong sense of the term) does not rule out
manipulation, on the contrary, it can be an effective instrument to accomplish just that.

'We must reckon with both indirect communication and manipulation through
language especially when the signs used are not simple sentences but longer texts or
discourses (cf. Posner 1987:51, note 37), While the advantage of recipient manipula-
tion for the sign producer is evident, the question that remains is which advantage
indirect communication has over direct communication. In agreement with Morris
one can answer this question by referring to the conclusions of content analysis. It was
empirically proven in the 1940s that the interpreter’s behavior depends not only on the
purpose of the discourse but also on the dominant mode of signifying in its constituent
signs. The use of designative discourse for valuative purposes (Morris 1946: 128ff. =
1971: 208ff.; «fictive discourse») gives the impression of greater impartiality and is
thus in many cases more effective than the use of an appraisive discourse for such
purposes. The use of an appraisive discourse for incitive purposes (Morris 1046:138f.=
=1971:217f.: «moral discourse») has the effect of being less obtrusive and is thus in
many cases more persuasive than the use of a prescriptive discourse for such
purposes. The use of a prescriptive discourse for informative purposes {Morris
1946:143f. = 1971:221f.: «technological discourse») gives the impression of being
less theoretical and is thus in many cases more convincing than the use of a
designative discourse for such purposes. And so on. (On the criteria for judging the
effect of informative, incitive, and appraisive sign use, cf. Morris 1946:94-105=
=1971:174-183).

These conclusions can be further differentiated by determining how the modes
of signifying of a discourse’s constituent signs vary in their percentage of distribution
(cf. Morris 1946:74£., 123ff. = 1971:152f,, 203{f.). However, an unsolved problem is
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still how and to what extent the distribution of modes of signifying in a text —
analyzed independently of its grammatical structure — influences the recipient's
behavior.

Nevertheless, the double characterization of signs according to their modes of
signifying and their modes of use has become an efficient instrument for the
classification of discourses. Notwithstanding the theoretical and methodological
difficulties indicated, this instrument has remained irreplaceable, especially in
journalism and media research (cf. Kaplan 1943 and the response in Morris 1943; see
also Kaplan and Lasswell 1942, Berelson 1952, and Bessler 1970).

1.5, Rhetoric, hermeneutics, and analytic philosophy

Indirect communication often occurs within well-regulated social institutions,
because these determine specific features of the communication situation which can
function as indicators of how the communicative sign produced by the senderisto be
interpreted by the addressee. This has led to conventionalizations of the second
degree: Certain ways of expressing a message indirectly have become s0 common
that, instead of taking the expression at face value and going through the whole
process of reinterpretation, the addressee expects it as the normal way of expressing
the intended message. «Can you pass the salt?», said during a meal instead of «Please
pass me the salt», and «I am sorry...», said by a politician in Parliament instead of «I
apologize...», are exemples of that kind, They have been studied and classified since
Antiquity within the tradition of rhetoric (cf. Schreckenberger 1978 and Leech 1983),
However, on the basis of modern pragmatic research the approach of rhetoric to make
a list of such «rhetorical figures» can be shown to be inadequate: There is an infinite
number of possible ways to express a message indirectly. That which can be finitely
specified, if at all, is the number of principles followed in the transition between the
signified coded meaning and the communicated message.

In each indirect communication the addressee has to decide which specific
principles of inference he can use to reconstruct the sender’s intention on the basis of
the signified and shared knowledge about the communication situation. A particular
case of this problem is the task of hermeneutics, which studies ways of reconstructing
the sender's communicative intentions on the basis of a written text, especially when
the sender has died long ago and his situation of communication and way of life are
no longer known and only the text is left (cf, Betti 1955, Gadamer 1960, and Ricoeur
1965 and 1969, see also Bleicher 1980).

Another academic field which has cultivated discussions and proposals for the
explanation of sign-based inference processes in the last decades is analytic philoso-
phy of language (cf. Bach and Harnish 1979 as well as Sperber and Wilson [986). But
the problems that are left are still considerable both from the logical and methodo-
logical points of view. I will not go into them here; instead I will summarize the
rudimentary classification of types of semiosis given so far.
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Something functions as a sign only insofar as it has an interpreter in whom it
elicits some interpretant. Therefore all semioses are signaling processes. For some
signals the interpretant consists in the formation of a belief in somg message. Where
this is 50, the semiosis is called «an indication of this message». .

Some signs are tokens of signifiers which are correlated with signifieds through
acode. If so, the semiosis is called «signification».

Some signs are not the result of natural processes but intentionally produced to
cause certain interpretants. The resulting semiosis is called wnanipulation». Some
manipulating signs are produced with the intention to cause an interpretant by means
of a recognition of this intention through the interpreter, The resulting semiosis is
called «communication», ‘

Signaling, indicating, manipulative, and communicative signs can, but need not,
be signifying. Where someone intentionally produces a communicative sign which
signifies something different from what he intends to communicate with it, the
semiosis in question is called «indirect communication.

2. Roles of interpreters

As pointed out in the introduction, pragmatics was defined by Morris (1938:6 =
1971:21 and 1939:133 = 1971:416f.) as that branch of semiotics which studies the
relation of sign vehicles to interpreters, What this refation is depends on the type of
semiosis involved, which generates specialized roles of interpreters. For signs of the
simplest type, such as signals which trigger involuntary behavior, or indicators which
indicate some natural state of affairs (as symptoms indicate the presence of an
illness), the interpreter has the role of a recipient who reacts with a certain behavior.
In signifying signs the interpretation consists partly or wholly in decoding the
signified on the basis of the signifier, of which the sign in question is a token; here the
interpreter has the role of a decoder. Where a sign is produced intentionally, there are
two types of interpreter, the recipient who responds to the sign in question with an
interpretant, and the sign producer who must be able to interpret the sign, since he
anticipates the recipient's response. Where the sign is a signifying sign, the sign
producer has the role of an encoder. Where it is a communicative sign, the sign
producer intends certain recipients to recognize his intention to make them respond
with a certain interpretant. Thus communication implies that the sign producer is
identified as a sender and that certain recipients are intended as addressees. In
addition, a communicative sign may be interpreted by other recipients who are called
«by-standers» when the communication is oral {cf. Levinson 1983:68 and 90). Buta
semiosis may be even more complex, as in telegraphy where the sign produced by the
sender passes through intervening stations, e.g. an emitter, a number of transducers
and a receiver, before it reaches the addressee. In public communication, further
stations, e.g. ghost writers, translators, lectors, editors, publishers, distributors, and
reciters can be involved (cf. Posner 1985). Each of these may or may not have a
specific intention and may or may not use a recognized code to realize this intention.

124

Estupos

These examples show that a pragmatic analysis of a given sign may be a very
complicated matter.

But even where there is only one sender and one addressee, as in letter writing,
complex processes of interpretation may be involved (cf. Ett] 1984), For the sender
the task is to choose an appropriate signifier for the intended message, taking into
account the codes known by the addressee, the other letters that have been exchanged
so far, the general interests the addressee has, and the background knowledge that
may be available to him. For the addressee the task is to identify the signified on the
basis of the signifier, taking into account previous letiers, the general interest of the
sender, and his background knowledge, Such inferences are complicated by the fact
that each party tends to make higher level assumptions on what the other assumes in
accomplishing his task.

A field where the analysis of the complex relation between sign vehicles,
senders, and addressees has become especialty fruitful in the last decades is the study
of literature. Literature may be analyzed as business that involves the interaction
between institutions such as a writer (possibly with a secretary and a team of assist-
ants), a publishing house (including a reading department, and production and public
relations sections}), a distribution system (including book stores in collaboration with
wholesale firms, libraries with acquisition, catalogue and users' sections as well as
book clubs), a network of literary criticism (including, in some cases, state censors, as
well as private literary critics who publicize their views in periodicals, broadcasts,
and discussion meetings) and, last but not least, ordinary readers (who communicate
about books with one another privately or in the context of readings, literary cafes
etc.). Even more interesting is the fact that the real writer of a literary text has to be
distinguished from the special role of anthor which he gives himself in the text and the
real reader has to be distinguished from the special role of addressee which the text
imposes on him. Such text-determined roles have been investigated thoroughly in the
last years in terms of the «implied», «internal», or «fictional» author (cf. Bach 1961,
Stanzel 1964, Janik 1973, Krysinski 1977, Chatman 1978) and the «implied»,
«internal», or «fictional» reader {cf. Iser 1972, Barthes 1973, Link 1976, Eco 1979, de
Man 1979, and Culler 1981 and 1982).

In ordinary communication the sender has a personal knowledge of his ad-
dressee, and if he uses the auditory medium, he can rely on the jointly experienced
communication situation to supply indications that will help the addressee infer the
intended message from the coded meanings signified by his words, Literary commuy-
nication, however, tends to separate the sender from his addressee and has increas-
ingly done so in the last centuries. The visual medium enables the sender to produce
his signs in a situation different from that of their reception, and while authors
formerly used to write for a closed set of addressees, among them the person who
commissioned the work and to whom it was explicitly dedicated, they now write for
an indefinite number of possible readers. Also the members of this open set of persons
are recipients intended by the author and thus deserve to be called «addressees», But
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since the author does not know them personally and in most cases will never even
know who they are, he is forced to make up for the lack of contextual indications by
developing a system of textual indicators that show his readers how 1o interpret what
he has written. He deliberately chooses specific verbal registers, inserts reflections
and commentaries about his narrative techniques, alludes to other literary lexts that
require similar background knowledge and commanicative attitodes, and thus makes
the text itself indicate to the recipient what kind of sender he is to imagine and what
kind of addressee he is supposed to be. When this strategy is successful, the real readers
behave as if they were the author's preferred addressees and they assume the writer to
be like the author presented to them in the text. Real communication with literary
texts thus becomes guided by the fictional communication implicated in the text.

This introjective doubling of the senders and the addressees in literature has been
noticed by various modern writers and thinkers (cf. Pagnini 1980 = 1987:3). Stephane
Mallarmé declared that «an artist makes himself upon the page»; Paul Valkéry
affirmed that the author is never anyone in reality; Marcel Proust distinguished
between the «I» of the writer and the «other I» of the page; Benedetto Croce separ-
ated the «practical person» from the «poetic persona», In earlier times people spoke
of a «mask» used by the author, and they described the act of creation as «divine
furor», «enthusiasm», or «inspiration», implying that in poetic sign production
another spirit slips into the poet's body and forces him to produce signs that are not his
own. A parallel process takes place when the addressee is supposed to be transferred
to another landscape, time or mood by his reading the literary text. The greater the
difference beiween the real reader's character and the one required by the poet's
addressee, and the greater the difference between the real writer and the fictional
author presented in the text, the greater the fascination of the reading experience.

There is also a formal correspondencé between the fictional author and the
fictional addressee. When the writer explicitly introduces himself as author, as in
first-person narrative, he can also address the reader explicitly and thereby specify his
preferred role (this happens, e.g., in Fielding's Tom Jones). When the writer steps
back behind the reported action and remains anonymous (s, €.2., in Kleist's novels),
the reader can become aware of his preferred role only by implicature. Special
techniques of letting the relation between author and reader disappear from the text
altogeter are the writing styles of interior monologue and discours indirect libre (cf.
Leech and Short 1981:318ff.).

The reader's communicative attitudes required for optimal literary communica-
tion are usually kept constant in a given text. This is why special effects can be
produced when a writer changes them from one paragraph to the next. William Sterne
took joy in making the readers of his Tristram Shandy blatantly aware of their reading
experience in this way.

In the study of literature, there have been many attempts at defining what
characterizes literary discourse in general. The introjection of the roles of sender and
addressees into the text seems to be one of the few invariants. It is this introjection that
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enables the interpreter to set up fictional referents in the reading process. And it is this
introjection that enables the interpreter to convert any given text into a means of
literary reception.

Such an approach to the pragmatics of literature was taken explicitly by Pagnini
1980, Segre 1985 and Johansen 1989, Ttis currently also discussed in musicology and
art history. Morris himself did not study these intricacies of aesthetic discourse; but,
as I tried to show, they can be adequately analyzed within a suitably extended
Morrisian framework (cf. Posner 1986a:570f,; about the «pragmatic messages»
involved cf. § 3.4 below).

3. Focal points of pragmatic research

The formula which specifies the subject maiter of pragmatics as the relation of
sign vehicles to interpreters has been given various explications in the semiotic
research of the last half century. Morris himself used to paraphrase his formula with
«the relations of signs to their users» (cf. 1938:29 = 1971:43), a formulation which
implies signs produced for a purpose and therefore seems to be inapplicable to signals
and indicators which are not so produced (cf. Morris 1946:93ff, = 1971:172(f.}.
Carnap further restricted the scope of pragmatics to «the action, state and environ-
ment of a man who speaks or hears» a verbal sign (1939:4). It was only later (cf.
Carnap 1942, 1954, and 1955) that he explicitly included non-linguistic signs and
non-communicative semiosis. Approaches such as those of Morris 1938 and Carnap
1939 make pragmatics part of the theory of human action (cf. Goldman 1970} and
focus on speech acts and other ways of intentional signing which rely on the use of
codes.

Bearing this very special kind of semiosis in mind, analytic philosophers,
linguists, anthropologists, sociologists, and psychologists have tended to characterize
the task of pragmatics negatively as «the study of meaning insofar as it is not treated
by semantics», The idea behind this approach is that semantics describes the meaning
signified by signs without reference to interpreters and pragmatics has to study what
interpreters do in order to make sense of this meaning in the situations they are in,

But there are also those who want to replace this negative delimitation of the
subject matter of pragmatics by a positive characterization. They have pursued four
different but related lines of research.

3.1. Pragmatic processes

Assuming that the relation between sign vehicles and interpreters becomes
manifest in the processes which interpreters perform in order to interpret a sign
vehicle, one can make these processes the central object of investigation. In contrast
to relations, it cannot be assumed that processes are the same for sign producets as for
recipients, for senders as for addressees. Take the sender in a communication process:
Intending to convey a message to an addressee, he makes sure that he is connected
with him by a medium, chooses an appropriate code, and selects from it a signified
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that approximates the intended message. Since the signified is correlated through the
code with a corresponding signifier, the sender then produces a sign vehicle thatisa
token of this signifier. The addressee, on the other side, perceives the sign vehicle
through the medium and takes it as a token of the signifier, which refers him to the
signified on the basis of the code. He then reconstructs the message from the signified
with the help of indications given by the shared situation (see Fig. 1).

context
code
message
[ signified | addressee
sender  signifier | recipient
sign vehicle
medinm

Figure 1:  Components of semiosis. The terms denoting the components whose presence is necessary and
sufficient for semiosis 1o take place are in bold type. The left-hand arrow indicates the sequence
of choices in the sender, the right-hand arrow that in the addressee,

Such a characterization, although oversimplifying, shows that there are two
types of process involved which occur in inverse order, even if they cannot be
separated from each other in time (cf. Posner 1980): (1) code-related sign processing
and (2) situation-dependent inferencing. While the first takes the form of encoding in
the sender and decoding in the addressee, the second can only be described as a
complex of inference processes some of which occur in sequence, some of which
occur simultancously within one and the same interpreter (cf. Leech 1983 and
Sperber and Wilson 1986). Strictly speaking, all processes involved in sign interpre-
tation must be called «pragmatic» according to the Morrisian formula. But it has
become customary 1o call the situation-dependent inferencing «pragmatic» (in the
narrow sense) in order to contrast it with the processes of syntactic and semantic
encoding and decoding (see Fig. 2).
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sender interprets 8 < addressee interprets
through N (as)
¢ & signified
sender encodes > addressee decodes
(in) L (into)
signifier .
sender produces S~ addressee receives

@) o (as)

sign vehicle
medium

Figure 2:  Pragmatic processes: The sender interprets the intended message through a signified, encodes
the signified in a signifier, and produces the signifierasa sign vehicle, The addressee receives
the sign vehicle as a signifier, decodes the signifier into a signified, and interprets the signified
as a message. The sender's and addressee’s interpretation activities are pragmatic processes in
the narrow sense.

Pragmatic investigations which focus on the situation-dependent inferencing of
the sign producer and the recipient usually concentrate on the principles that govern
such inferences. Examples from the literature are
—  the felicity conditions on speech acts assumed by Austin 1962 and Searle 1969,
— the conversational postulates introduced by Gordon and Lakoff 1971,

—— the cooperative principle and the conversational maxims formulated by Grice

1975 (see § 1.4 above),

—  the principle of rationality discussed by Kasher 1976 and 1979,
— the strategy of interactional pessimism described by Labov and Fanshel (1977)

and Levinson (1983:274),

— the politeness principle, exploited by Leech 1983, and
— the principle of relevance taken as basic by Sperber and Wilson 1986.

3.2, Pragmatic signs

While the principles discussed by process-oriented pragmaticians are supposed
to function independently of which signs are involved and which messages are
communicated on the basis of which types of additional information, one can also
focus on these signs, messages, and types of information. Researchers interested in
codes such as the natural languages, the constructed languages of logic and artificial
intelligence, the painting styles of art, and the rules of harmony in classical European
music tend to pay special attention to those kinds of signs which require complex
pragmatic processes (in the narrow sense) for their interpretation. This option has
been taken up especially by linguists.

Suppose we find a bottle in the sea and inside it an English text which reads
«Meet me here a week from now with a stick about this big». The coded meaning of
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this sentence would be no problem for us, but nevertheless we do not know the
message which the sender, if at all, intended to communicate to us (cf. Levinson
1983:55). The reason is that while we know, on the basis of its lexical meaning, that
«me» refers to the sender, we do not know who the sender is, While we know that
«here» refers (o the place and «now» to the time in which this word was produced, we
do not know where and when this was. While we know that «this big» refers to a size
that is specified by a gesture, we do not know what that gesture might have been like.
This shows that personal pronouns, place and time adverbials, and demonstratives are
among the verbal signs that require taking additional indicators in the communication
situation into account for their interpretation.

The need to rely on situational indicators for the interpretation of a sign is not
restricted to language. A pointing finger which suggests looking in the direction it is
pointing, a horn signal that is produced to draw immediate attention to the car from
which it originates, an industrial good that is presented in a shop window in order to
entice the onlooker to buy another good of that brand in the shop behind that window,
these are all signs which refer to something relative to their own occurrence in time
and space.

It was Peirce who postulated a special class of signs to account for such
examples, He dubbed them «indexical signs» in 1867 (cf. Peirce 1931-36:1.558 =
1982ff.: vol. 2, 50) and Morris followed him in this (cf. Morris 1938:24ff. =
1971:38£f. and 1946:189(f. = 1971:2711f.), Later other terms came into use such as
«egocentric particulars» (Russell), «token-reflexive words» (Reichenbach) and
«deictics» (in the wide sense).

These terms should not mislead us into assuming that all indexicals function in
the same way nor that a given indexical has only one use. An indexical such as the
demonstrative adjective «this», on one hand, can be used to refer to itself or another
portion of the more complex sign of which it is a part, as when an author summarizes
«this paragraph» or an interviewer expresses his thanks for «this interview». On the
other hand, the indexical sign «this» can refer to things which are different from it in
character, as when someone says «This room is really a mess», referring to the room
he is in, or when he says «Do not sweep this room, but this one and this one and this
one», using a gesture with each mention of «this». The first case is what Fililmore
1971 calis a symbolic usage while in the second we have a gestural usage. Both are
called «deictic» in the narrow sense and contrasted with the aforementioned non-
deictic self-referential usages. Pragmatically most interesting are the gestural deictic
usages. As indicated by the given example they can only be interpreted on the basis
of an elaborate audio-visual-tactile monitoring of the speech event. Lyons (1977:6371.)
pointed out that «there is much in the structure of languages that can only be
explained on the assumption that they have developed for communication in face-to-
face interaction». This observation shows the relevance that one canonical type of
situation has acquired as a model for sign use in other types of situation. And this
applies not only to sign use, but also to the coded meanings of lexical and grammati-
cal morphemes in natural languages.
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Indexicals cannot only be classified with respect to what is done to specify their
reference in a given situation, but also with respect to-the kinds of information on
which their reference depends. Thus one can distinguish

— cotectual indexicals, which encode part of the text structure in which they occur
(examples are anaphoric uses of pronouns, sentence connectives, and utterance-
initial adverbs such as «anyway»});

— contextual indexicals, which encode the time and place of the sign production
and sign reception, the personal roles of the sender and addressee(s) and the
formality of the setting;

— object indexicals, which encode special features of third parties dealt with in the
sign exchange (examples are expressions such as «His Honour» in English and
many of the honorific systems used in South East Asian languages).

3.3, Pragmatic information

Instead of focusing on the principles which guide pragmatic inference processes
or on the types of signs which give rise fo such processes, one can also investigate the
types of factual information which the sender draws upon when using such signs and
which the addressee relies upon when interpreting them. Is it possible to give a
general characterization of the sources of knowledge which the addressee must take
into account when he wants to infer the message intended by the sender from the
meaning of the sign he produced?

Examples of such knowledge have already been given. For cotextual indexicals
it becomes accessible by carefully recording the output of the sign production. For
contextual indexicals such knowledge can be gained by monitoring the production
process itself. For object indexicals, the sources of the relevant knowledge are less
easily specified. In natural languages they seem to depend on all that is relevant for
the culture of the speech community concerned. Especially important are the social
relationships existing between the sender and/or addressee and the persons talked
about. These can be determined by kinship relations, totemic relations, clan member-
ship, as well as rank differences in the various types of institutions the society in
question has developed. Much use is also made of folk conceptions of psychology
which pattern the assumptions tacitly made about the motivations and actions in
stories (cf. Parret 1983:93ff.; see also Morris 1946:209ff, = 1971: 269f£.).

Although indexicals are by no means the only types of signs whose interpretation
requires information in addition to their signified, we can take them as a model for
classifying the domains of such information: We are concemed with either

— properties of the cotext or
—- properties of the context or
-~ properties of the situation referred to in the communication.

Since the situations referred to can be anything in the world, the delimitation of
information that is of potential pragmatic relevance is an impossible task. Informa-
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tion-oriented pragmatics has therefore tended to converge with the ethnography of
speaking (cf. Baurnann and Sherzer 1974), with sociolinguists (cf. Gumperz and
Hymes 1972), with the psychology of language (cf. Hormann 1976), and with
anthropology at large.

From what was said about the three focal points of pragmatic research, it may
have become obvious that they differ greatly with respect to their scientific status.

1. Research in the principles of inference used in commaunication has resulted in
a number of competing explanatory models and has received impulses from the
expanding field of cognitive psychology and from artificial intelligence research,
However, the generality of these models is endangered by a Jack of reliable empirical
data and by controversies about their methodological status,

2. Research in the types of pragmatic signs has resulted in a huge corpus of data
and minute descriptions but yielded few explanatory generalizations.

3. Research in the sources of knowledge drawn upon in pragmatic processes has
resulted in explications of intricate psychological, sociological, and ethnological folk
conceptions but tended to treat them as a subject matter in its own right and separate
them from their function in communication.

With these developments in mind, one is inclined to consider the sign- and
information-oriented approaches as substantive pragmatics and contrast them with
the non-substantive pragmatics of the process-oriented approach. Both directions of
pragmatic research are necessary since they complement each other, But it seems that
serious theoretical problems lie behind the basic concepts of a «pragmatic sign» and
of «pragmatic information»,

Reacting against Carnap's (1942) definitions of «syntactical» and «semantical»
sign systems, Morris already warned in 1946 that the way he introduced the terms
«pragmatical», «semantical», and «syntactical» gives «no warrant for their utiliza-
tion as a classification of kinds of signs (‘pragmatical signs’, ‘semantical signs’,
‘syntactical signs’); such extension of their signification is questionable, since it may
blur the distinction between signs in various modes of signifying and the signs which
make up [the metalanguages of} pragmatics, semantics, and syntactics conceived as
the three divisions of semiotic» 1946:217f. = 1971:3011.). Morris would have argued
the same way against Montague's concept of «pragmatic languages» (1986 and
1970). For Morris, every sign has a pragmatic dimension as well as a semantic and
syntactic one and every system that deserves 1o be called a language can and must be
described within pragmatics as well as semantics and syntactics. Thus one has to be
careful not to be misled by the term «pragmatic sign», even when one uses it in the
sense introduced in § 3.2,

Similar considerations hold for the concept «pragmatic information», There is
nothing intrinsically pragmatic in the pieces of information that tend to be called
«pragimatic information». Rather, this is a characteristic that pertains to the way such
information is used in pragmatic processes (in the narrow sense).
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Of course, these epistemological caveats do not imply that it may not be useful
to investigate which types of signs function prominently in pragmatic processes in the
languages of the world, and which information is drawn upon in these processes. Such
investigations may result in important empirically based generalizations about
natural languages.

In theory, however, indexical signs can belong to any syntactic category and can
encode every possible information, This makes exclusively sign-oriented pragmatics
theoretically uninteresting. For exclusively information-oriented pragmatics the
situation is even worse: While the number of syntactic categories in a language is
mostly finite or at least denumerable, the number of possible dimensions of reference
(so-called «pragmatic indices»} of pragmatic signs is indefinite (cf. Cresswell
1973:111Lff..

This leaves the process-oriented approach of inference analysis as the only one
that can be pursued with the aim of leading to a general pragmatic theory with
explanatory power.

3.4. Pragmatic messages

Substantive pragmatics can be characterized as a direction of research that
projects the relation between the sign vehicle and the interpreter onto either the
signifier or the information used in inferring the message from the signified. But what
about the signified itself? It seems to be a core concept of semantics, Nevertheless
there have been many attempts to distingnish among the coded meanings of signs
components which deserved to be called «core meaning», «truth-functional mean-
ing», or «designatum>» from others which were called «emotive», «expressives,
«interactive», «instrumental», or «social meanings». Morris also attempted such a
distinction in 1938, when he wrote: «Semantical rules correlate sign vehicles with
other objects; pragmatical rules state the conditions in the interpreters under which
the sign vehicle is a sign. [...] in some languages there are sign vehicles governed by
rules over and above any syntactical or semantical rules which may govern those sign
vehicles, and such rules are pragmatical rules. Interjections such as ‘Oh!’, commands
such as “‘Come here!”, valoe terms such as ‘fortunately’, expressions such as ‘Good
morning!’, and various rhetorical and poetical devices occur only under certain
definite conditions in the users of the language; they may be said to express such
conditions, but they do not denote them at the level of semiosis in which they are
actually employed in common discourse» (Morris 1938:35 = 1971:48; emphasis
mine, R.P.).

The question arises why Morris here discusses only utterances of linguistic
expressions, which have no truth value. He seems to have wanted to reduce non-
designative signifieds to interpretants in 1938. This attempt vitiated the otherwise
sound distinction between the signified of a sign and its conditions of use, which is
also applicable to signs with truth-functional meaning,
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In his 1946 book Morris extended what he regarded as coded meaning from
designata to significata, which allowed not only for designative but also for appraisive
and prescriptive signifieds. This enabled Morris to recognize the coded meanings of
all examples given in the 1938 quotation as signifieds. However, Morris did not give
up the concept of an expressive sign, but applied it to other cases: «{...] there is often
a close correlation between the production of a certain sign and certain states of the
producer of the sign. This correlation may exist with respect to the way the sign is
produced as well as with respect to the signification of the sign produced. An excited
person may speak with greater intensity, shorter utterances, more rapid speech than a
person who is not excited, but equally well he may differ as to what designators he
utters and the number and kind of appraisors or prescriptors which he employs. Hence
the manner of production of signs and the kinds of signs produced may themselves be
to the producer of the sign or to other persons signals [i.e., indicators] of the state of
the producer of the sign. This is a common situation, and such signs can be calied
‘expressive signs’. A sign on this usage is expressive if the fact of its production is
itself a sign to its interpreter of something about the producer of the sign» (Mortis
1946:67f. = 1971:146f.; emphasis mine, R.P.).

This characterization of expressive signs can be generalized in the formulation:
A sign is expressive to the degree to which the fact of its occurrence in a situation is
itself a sign indicating a property of the situation. Understood in this way, any coded
sign not only signifies but also expresses messages by the fact that it occurs in & given
situation. This doctrine, together with the definition of the pragmatic dimension as
the relation of sign vehicles to interpreters, made possible a fourth version of
pragmatics. According to this approach, every occurrence of a sign indicates which
states of affairs are brought about by felicitous performance of the semiosis in
guestion, The messages indicated in this way are often called «pragmatic messages».
An imperative such as «Comel!» signifies the request to come, and the fact of its
utterance in a given situation expresses the making of that request. Thus the
pragmatic message of uttering this imperative is «the speaker requests someone to
come»., A simple sentence such as «Paul closes the door» signifies the statement that
Paul closes a certain door at the time of its utterance, and the fact of its utterance
expresses that the sender is making that statement, that the sender is presupposing the
existence of a person with the name «Paul», that the sender is thinking of a certain
door, that he believes that it was open until a moment ago etc. According to this
approach, these are all pragmatic messages expressed by the speaker in uttering that
sentence.

Now let us consider an example where not only the way a message is transmitted
is pragmatic (as when it is expressed and not signified) but also the message itself is
pragmatic (in that it specifies a relation between a sign vehicle and its interpreters).
Such a case is the communicative relevance attributed to the constituents of a
sentence by its speaker. Compare «That Umberto was elected President is auspi-
cious» with «Umberto was, auspiciously, elected President», The fact that the speaker
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encodes his appraisal as a predicate of the main clause and the appraised event as a
dependent clause indicates that it is the appraisal which is the main point in the
utterance of the first sentence. In the second sentence, the fact that the speaker
encodes the event as a main clause and the appraisal as a parenthetic adverbial
indicates, by contrast, that the emphasis is on the event and the evaluation is given
only concomitantly {cf. Posner 1972: 15ff. and 1982:88(f.).

But what about the speaker ulfering «I emphasize that it is auspicious that
Umberto was elected President»? Here the message that the speaker emphasizes the
evaluation is not expressed but signified. Is it still a pragmatic message? According
to the message approach, we have to answer this question with both yes and no. It is
pragmatic insofar as the message concerns a relation between the sign producer and
the sign produced. It is not pragmatic insofar as the message is no longer expressed
but signified. This example shows that there are two competing criteria of pragmaticity
at work here and we have to decide whether to abandon one or both of them,

In accordance with the initial stipulation of this paragraph, I advocate the
following solution:

1. Ttis always possible for someone to use a language in order to say something
about himself or about others present in the situation of communication, This
topic as such is not sufficiently different from other topics that it should be
contrasted with them by calling it «pragmatic». Thus 1 propose to give up
interpreting the formula «relation of sign vehicles to interpreters» as requiring
signs that convey a message about the interpreter or other parts of the situation
of semiosis.

2. Tt is always possible that the fact of a sign's production in a given situation
becomes an indicator of something else. But two types of cases must be
distinguished here.

a. Often the signified of the sign requires reference to the fact of its production
in a given situation for its interpretation. This is so in the case of the pointing
finger and the honking car, as well as in linguistic indexical expressions and
interjections such as «Oh!», Here the fact of a sign's production functions as
an indicator in the pragmatic process that determines the sign's intended
message. It may therefore be called «a pragmatic indicator» with respect to
that sign.

b. In other cases the fact of a sign's production in a given situation indicates
things that do not contribute to the interpretation of the message intended by
the sign producer. Examples are the inferences drawn on the basis of a
person’s linguistic competence, ethnic origin, physical or mental state of
health etc. The drawing of an inference that does not contribute to the
identification of the message intended in producing a sign is not a pragmatic
process with respect to that sign. It has to be analyzed as a sign process in its
own right: a nos-communicative semiosis. And it is evident that in most
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communication situations & vast number of non-communicative semioses
take place in addition to the communication itself, :

In conclusion I propose to call only those indicators and their messages «prag-
matic» that contribute to the process of interpretation which connects the signified of
a given sign with the message intended in its production. Concerning the examples
discussed in this paragraph, the proposed criterion excludes the syntactic and lexical
means of relevance atiribution because they are themselves parts of the signifier.
However, it leaves room for all those features of the speaker's behavior that are not
necessary parts of the communicated sign (i.e. of the signifier manifested by it) but
can be used to interpret it.

Let us now summarize the position arrived at by examining the four focal points
of current pragmatic research on signifying communicative semioses: Since it relates
sign vehicles to their interpreters, pragmatics studies the interpretant behavior of
interpreters. In the case of coded intentional signs, the interpretant can be divided into
encoding or decoding behavior on one hand and situation-dependent inferencing on
the other. The latter, which connects a sign's signified with the message intended by
its producer, may be called «a pragmatic process» in the narrow sense.

coniext
sender message < addresse
intemrets< > interprets
(through) signified (as)
signifier
sign vehicle
mediam

Figure 3: Pragmatic processes in the narrow sense.

The principles of inference that guide this process may be called «pragmaric
principles».

If the sign studied is a complex sign, partial signs which are especially relevant
for this pragmatic process may be called «pragmatic signs» (with the caveat of § 3.2).

The knowledge which is drawn upon in addition to the coded information given
through the signifier of the sign studied may be called «pragmatic information».

Other signals and indicators which contribute to the process of interpreting a
given sign may be called «pragmatic signals» and «pragmatic indicators» with
respect to that sign,

The messages of such signals and indicators may be called «pragmatic mes-
sages».,
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4. Strategies of pragmatic research

The analysis so far has shown that the semiotician has two theoretical instru-
men{s available in his research into sign meaning. One is code theory; the other is the
set of pragmatic principles (cf. § 3.1). This raises the question of how these
instruments should be applied in the description of actual semioses within semiotic
ficldwork.

4.1. Code-maximalism versus code-minimalism

Suppose you are in a foreign country and you want to study its traffic signs. You
know which sign posts carry traffic signs and you have isolated signs which show the
form of a white passenger car facing you on a blue ground. But there is variation in the
signs with respect to their overall size (small and big versions of what otherwise
seems to be the same sign type), their color (dark versus light blue) and the pictograms
used (front versus side views; realistic versus highly schematized forms of passenger
cars). What are the criteria for you to decide whether these differences signify or not?
Or in Morris's terms: How do you know which of these sign vehicles belong to the
same sign family? (1946:19f, = 1971:96).

If you cannot ask anyone directly because you do not speak their language, you
will have to observe the participants in the traffic, compare situations with signs that
differ in the relevant respects and find out whether these differences matter in the
behavior of the people, If they matter, these signs are manifestations of different
signifiers. If they do net matter, the signs are all manifestations of the same sign type
and the differences in size, color, and form are mere variants of some more abstract
signifier, to be disregarded in the semantic description of the code, This procedure
and conclusion are an application of the commutation test developed by Hjelmsiev
(1943:14 and 1947 = 1973:143ff.) and refined by Prieto (1966; chap.5), which serves
to definé the signifier by finding out which variation in the sign form changes the -
signified.

The problem can also take the opposite form: You find the pictogram of a
passenger car on a number of traffic signs which differ with respect to the other signs
that occur on them, On the blue sign which has a white «p» in addition to the car
pictogram, people read the car pictogram as standing for passenger cars. They take
the sign as saying: «Parking is allowed here only for passenger cars». On the sign
which has a circular red frame and shows a black car pictogram, peopie read the car
pictogram as standing for motor vehicles in general including trucks. They take the
sign as saying: «Entering this street is prohibited for motor vehicles». Here we have
variation in the message correlated with tokens of the same signifier. What should we -
conclude concerning the signified? There are three options:

(a) The car pictogram is ambiguous; it is a signifier with two different signifieds,
which come into play in different cotexts.

137




DEDALUS

(b) The car pictogram is not ambiguous; it always signifies passenger cars, but the
interpreters are expected to generalize from passenger cars to ali motor vehicles
when they read the no-enfry sign,

(c) The car pictogram is not ambiguous; it signifies motor vehicles, and the
interpreters are expected to specialize motor vehicles into passenger cars when
they read the parking sign.

Option (a) is that of a code-maximalist. He tries to incorporate as much as
possible into the code component in his description of the sign system. He may agree
that a code with ambiguous signs is not optimal and may hypothesize that there will
be a change in the future which introduces two types of pictograms for motor
vehicles, one signifying motor vehicles in general, the other one signifying only
passenger cars,

Options (b) and (c) are those of code-minimalists. They try to make as few
assumptions about codes as possible and attribute the differences in the people's
behavior to their reasoning on the basis of pragmatic principles.

In option (b) they must explain why one would not want to delete the semantic
feature /for passengers/ when the signified /motor vehicles for passengers/ occurs in
the cotext of «Entry prohibited». They could hypothesize the traffic participants
reasoning as follows: «If entering the street is forbidden for passenger cars it will also
be forbidden for trucks since the sign is intended to minimize molestation by traffic
and trucks are even more of a molestation than passenger cars», Such reasoning
cannot take place in the case of the parking sign because here the difference between
cars and trucks has the opposite consequence: «Parked trucks are a more serious
obstacle to city life than parked passenger cars and if parking is allowed for passenger
cars, it need not be allowed for trucks. Therefore reinterpretation occurs only in the
no-entry sign and in the parking sign the car pictogram stands for what it signifies».

In option (c), code-minimalists must explain why one would want to add the
content feature /for passengers/ to /motor vehicles/ in the cotext of «Parking al-
lowed». Such an explanation seems to be harder than that sketched for (b) above,
which can be used as an argument in favor of solution (b).

4.2. Signification-maximalism versus signification-minimalism

Options (b) and (c) show that code minimalists have to decide whether it is better
to correlate a given signifier with a rich signified (such as /motor vehicle for
passengers/) and devise pragmatic procedures that delete certain of its semantic
features on special occasions or whether it is better to assume only a minimal
signified and devise pragmatic procedures that add certain content features on special
occasions. The first of these two code-minimalist strategies is called «signification-
maximalism» and the second «signification-minimalism». (For an application of these
concepts to the description of verbal signs such as sentence connectives in natural
languages cf. Posner 1980:180ff. General guidelines for the researcher to decide

138

Estupos

which parts of the message to attribute to the signified and which to situation-specific
reasoning are also given in Grice 1975 and discussed in Levinson 1983:1144f.).
Maximalist semiotic descriptions differ from minimalist ones in their psycho-
semiotic consequences. If most of the relevant message is coded, it will be recover-
able from memory and need not be constructed on the spot. The consequence is
reliable functioning of the communication but lack of flexibility, If little of the
relevant message is coded, the interpreter’s memory will not be overburdened, but his
reasoning capacity will be occupied in the situation concerned. The message will not
become available independently of the commaunication situation and will be less

" stereotyped. As a consequence there will be less reliable functioning but more

flexibility.
4.3. Radical pragmaticism

Now code-maximalism and code-minimalism (with the subcases of significa-
tion-maximalism and signification-minimalism) are rather moderate positions with
respect to the question what pragmatics can achieve, They assume the working of
codes as well as of pragmatic inferences and disagree only when it comes 1o the
question how big their share is in the process of interpretation, This is why pragma-
ticians of this position are accused of half-heartedness by the more radical
pragmaticists, who do not want to assume any entities such as signifieds in commu-
nication (cf. Stachowiak 1986: vol. 1, XX VIII ff.). For them communication does not
function on the basis of signifiers and signifieds but because the participants remem-
ber how previous communication with similar signs worked. According to them it is
not a code that guides our production and comprehension of communicative signs but
our personal histories of communication. Written codifications such as the legal codes
of traffic signs and the grammars used in the teaching of foreign languages are
external prescriptive or descriptive devices; they cannot be used to explain what goes
on in the interpreter during the processes of sign production and comprehension. It is
the memory of previous communication (including teaching situations) plus situation-
specific reasoning that is claimed to achieve all that is required in communication.

Such a position has rarely been adopted by linguists (cf., e.g., Brown 1974 and
Rollin 1976}, but it determines much of the research conducted inethnomethodology
(Garfinkel 1967 and 1972, Cicourel 1973, Bergmann 1981), language acquisition
(Vygotskij 1964 and Wertsch 1981), discourse hermeneutics (Bakhtin 1981), dia-
logue logic (Lorenzen and Lorenz 1978) and philosophical action theory (Wittgenstein
1953, Savigny 1969, Beckermann 1977, Meggle 1977 and 1979).

For radical pragmaticists, who tend to link their position with that of American
Pragmatism (cf. Morris 1970, Scheffler 1974, Meltzer et al. 1975), pragmatics is not
one of three branches of semiotics but a basic discipline which can also serve to
explicate the core notions of syntactics and semantics, as well as of psychology and
of sociology: Signifiers are regarded as sign families whose members may change
from communication to communication, signifieds as habitual interpretations, psycho-
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logical attitudes are seen as results of the internalization of communicative roles,
social conventions as habitualized practices of communication. Even the forms of
logical inference are founded on strategies for winning dialogical arguments.

Behind such coniroversies about the scope of pragmatic explanations lies
another important question: What should be the direction of explanation in pragmat-
ics? Morris already claimed in 1938 (1938:34ff. = 1971:47ff.) that pragmatic
processes have psychological and sociological components and a physiological basis.
Acts of inference are mental acts, conversational maxims are social conventions and
the changes of state in the interpreter effected by a pragmatic process has a
physiological aspect. Should one use the methods of physiology, psychology, sociol-
ogy to explain the mechanisms at work in the interpretation of signs or should one use
pragmatic mechanisms to explain the physiological, psychological, and sociological
facts?

The first direction of research is called physiopragmatics, psychopragmatics,
and sociopragmatics, respectively; it has to be distinguished from the pragmatics of
physical, mental, and social processes advocated by pragmaticists. In practice,
however, a distinction between these two directions of research is possible only
insofar as there are methods available that grant independent access to the physiologi-
cal, psychological, sociological, and pragmatic aspects of the interpretation process.
And to meet this requirement seems difficult in many cases, if not principally
impossible. The conclusion is that we should be tolerant and allow both directions of
explanation, but insist that the methodological basis is specified each time.

5. The pragmatics of non-communicative and non-signifying semioses

The discussion in §§ 3 and 4 of this article concentrated on pragmatic processes
in the narrow sense (see Fig, 3), i.e. on the interpretation of signifying communicative
signs. Thus it might seem that pragmatics studies only semioses that involve
communication and signification. What about the other types of semiosis character-
ized in § 17 Are they outside the scope of pragmatics? Let us examine the cases one
after the other.

5.1, Codeless communicative signs

Communication presupposes senders and addressees who are capable of having
higher level intentions and beliefs, Codeless communication takes place if there is
such a sender and such an addressee but they do not have any history of communica-
tion in common and cannot rely on any shared sign system, Situations of this type can
be observed when
— humans enter a foreign culture where the forms of life and the corresponding

«language games» are very different from what they are used to;

- humans meet primates of other species and want to overcome dangerous
sitvations by communication;
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— humans intend to communicate messages to each other that seem inexpressable
with the codes they have shared so far (think of intimate interaction between
lovers which they experience as an exciting adventure because they lack prior
means of expression for what they want to convey).

Communication without a code rarely occurs fora longer time; if it is successful,
it invariably leads 10 the establishment of sign conventions between the communica-
tors and often this is its primary purpose. But it would be wrong to project existing
sign conventions back into the situations from which they originate.

Even where there is a code used in communication, we have to account for the
fact that often new signifiers are introduced without explicit definitions or old
signifiers are given new meanings which are comprehended without inquiry and
tacitly added to the other signifieds of these signs. Code change often takes place in
this way,

The examples given illustrate closely related but different cases: Sender and
addressee must make a joint effort to achieve facit agreement about either

(1) a new signified for a given signifier,

(2) a new signifier for a given signified,

(3) a message for a sign without any signifier and signified intervening,

This effort must be made without using a metacode.

In cases (1) and (2) the addressee can take parts of a given code into account and
base his inferences on shared knowledge about them. This is excluded in (3), which
therefore is the most difficult case. Here the addressee has to find out which part of the
sender's behavior is intended as a sign and infer the intended message directly on the
basis of the available non-communicative signals and indicators. If he succeeds, he
does so by making assumptions on the purpose of the communication and the
principles of action followed by the sender. Thus it seems that the general strategies
used in achieving agreement about the message of an uncoded sign do not differ from
those used within pragmatic processes in the narrow sense as discussed in §§ 3 and 4.

context
sender : message addressee
interprets < > interprets
{through) > sign vehicle (as)

medium

Figure 4: The interpretation of codeless communicative signs.
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5.2. Codeless non-communicative signs

If we leave sign production for manipulatory purposes aside, non-communica-
tive semiosis is restricted to natural signals and indicators. Slightly modifying the
examples discussed in § 1, we can assume that indication occurs, .g., in the following
cases:

—  The fact that the sun is shining indicates to someone that there are shadows under
the trees.

— The fact that there is a shadow under a given tree indicates to someone that the
sun is shining.

— 'The fact that pedestrians cross the main street indicates to a driver in the side
street that there is no fast traffic on the main street.

Here not only signifiers and signifieds are lacking, but there are also no senders.
Interpretation is a matter of the recipient only, and he has to reason without recourse
to a sender’s purpose or principles of action. Nevertheless his reasoning is not totally
without basis. He can again rely on other signals and indicators and also take into
account his knowledge of natural laws and social habits.

Semioticians have tried to classify the types of inferences available in codeless
semioses, e.g., by distinguishing
— the inference from a manifest cause to a non-manifest effect (sun ~» shadow),
—_  the inference from a manifest effect to a non-manifest cause (shadow —» sun),
— the inference from a given behavior to the presence of a constellation of

circumstances in which it is possible.

When such reasoning is repeated in similar situations, it may become habitual,
i.c. knowledge-based inference is replaced by code-based comprehension (decod-
ing). But this does not allow us to assume that the code was there in the beginning.

If one examines the interpretive reasoning of the recipient in codeless indication,
it seems that all types of inference involved can also occur in the interpretation of
communication. Thus we may conclude that the set of inference patterns used in the
interpretation of codeless natural indicators is a partial set of those applied in the case
of communicative signs.

Signal behavior as discussed in § 1 requires special consideration. In the
example of a living being for whom a shadow under a tree functions as a signal to
move into it, we excluded mediating beliefs, If such a semiosis takes place, it can only
happen on the basis of a tendency to move away from bright light which is either
innate or an acquired behavior that was automatized. In both cases we speak of codes.
Therefore simple signals are no cases of codeless signs.

The result about codeless indicators thus holds for codeless natural signs in
general. In the format of Fig. 2, the interpretation of codeless natural signs takes the
form of Fig. 5.

——
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context

message recipient
> interprets
sign {as)
medium

Figure 5: The interpretation of codeless natural signs.

5.3, Coded natural signs

Whether a code is an innate mechanism or an acquired system of rules, it
introduces intermediate steps in the interpretation process that give it more stability
and reliability. This is evidentin simple natural signals. A human eye that winks when
it is irritated (innate response), or a thoughtless driver who puts his foot on the brake
when the brake lights flash in the car immediately in front of him (automatized
acquired response), they both perform predictable reactions. These result from the
respective stimulus being received as a signifier which is correlated with a signified
that determines a message designed for the situation: The eye must not be moved but
covered by the eye-lid; the driver must not steer his car past the front car but only use
the brake. The alternative reactions might be more adequate in the situations but they
do not happen because the stimulus functions as a signal and not as an indicator,

Coded natural indicators leave more room for variation in the subsequent
behavior of the recipient, since they do not directly determine actions but beliefs. An
example is the trapper who has learned to distinguish among a great many types of
animal traces. The differences in size, form, and depth of imprint enable him to
distinguish at first sight which kind of animal was moving where when and with what
speed. He knows this without having to go through time-consuming reasoning
because the system of animal traces has become a code for him which he follows
automatically.

But even though there is a code in function which correlates signifiers with
signifieds, there are additional processes necessary for the trapper o cope with a
given situation. What is required in the first place is the reception of a rugged ground
as a sign matter, which carries signifiers. And when this has happened and the
signifiers were identified and decoded into signifieds, the task is not finished:
Animals' traces are indexical signs; even when their signified is known, one only
knows what they indicate precisely when one knows where they occurred, when, on
what kind of soil, and in which type of weather. Taking these circumstances into
account and drawing inferences on the basis of them is a typical process of interpre-
lation.

In the format of Fig. 2, the functioning of coded natural signals and indicators
take the form of Fig. 6.
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context
message recipient
interprets
(as)
signifier
recipient
decodes
{into)
signified
recipient
receives
(as)

sign vehicle

medium

Figure 6: The interpretation of coded natural signs.

In conclusion we can say that non-signifying and non-communicative semioses
pose problems for the recipient that are not different in type from those posed by
communicative and signifying signs. Even where there is no reasoning involved, as in
natural signals, the sign must be recognized as a signifier and the signified must be
transformed into a message in addition to the decoding process. That these additional
processes cannot be taken for granted is shown by errors that tend to happen.

What is different from communicative semioses, however, is that there is no
procedure for correcting errors except for redundancy, which requires performing the
reception of the same signifier in more than one sign vehicle.

6. Morris and the Saussurian tradition

The main point of this article was 10 examine the Morrisian characterization of
the subject matter of pragmatics by applying it to the various types of semiosis. The
concepts I used in the analysis of semioses were based not on the work of Morris
(1938 and 1946) but on that of the Saussurian tradition, including Saussure (1916},
Hjelmslev (1943 and 1947) and Prieto (1966 and 1975). Thus it may be fitting to
formulate the central result of this article explicitly in the terminology of this
tradition.

Hjelmslev distinguishes between

- content matter,
-— content form,

— expression form,
— expression matter
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in a way that is apalogous to my distinction between

-~ Message,
— signified,

— signifier,

-~ gign vehicle.

As T argued in the preceding section, not all four components of semiosis are
present in all types of semiosis, but there is no semiosis without expression matter
(sign vehicies) and content matter (messages). This finding can be described by
stating that the process leading the sign producer from content matter to expression
matter can leave out certain steps, and the same is true for the process leading the
recipient from expression matter (sign vehicles) to content matter (messages). In the
format of Fig. 2, the alternative processes involved can be presented as in Fig. 7.

content matter

content form &

sender recipient

expression form
expression maiter

Figure 7: The set of possible pragmalic processes,

Fig. 7 can be read as a flow diagram: (he arrows leading from one compoenent to
another signify processes which take one component as input and the other as output,
All these processes are pragmatic processes in the wide sense. The possibie ways in
which they establish a connection between expression matter and content matter is
the subject matter of pragmatics.

That it is possible to describe the input and output of pragmatic processes with
the terminology of the Saussurian tradition should not divert our attention from the
fact that it was Morris who first characterized pragmatic processes and who intro-
duced pragmatics as a branch of semiotics. However, it can make us aware of the wide
range of ideas that the Morrisian approach shares with that of the Saussurian tradition.
A theoretical synthesis has proven less difficult than dogmatic adherents of the two
schools of thought tend to claim. This should be emphasized without any attempt at
assimilating the different empirical methodologies of the two schools: behaviorism
and mentalism {(cf. Posner 1987:48, n. 12). Note, however, that it is exactly this
difference which current research is attempting to overcome within the framework of
cognitive science.

How then should Morris's contribation to pragmatics be assessed fifty years after
he began publishing it? My analysis has made it clear beyond a doubt that semiotics
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and the sign-oriented academic disciplines would have taken a different course in the
20th Century without Morris.

He systematized semiotics in a way both precise enough to provide a firm
theoretical framework for the empirical study of signs occurring in all media and on
all levels of biological and cultural evolution and open enough to allow generations
of scholars to integrate the results of their research.

However, this research also led to the discovery and correction of some basic
errors in Morris's approach to pragmatics;

1. His 1938 publication confused signification with designation; the modes of
signifying were reduced to the designative one and non-designative signifieds
were wrongly taken to be interpretants (cf. § 3.4 above).

2. His 1946 publication reduced intention to purposive action; this prevented
Morris from accounting for the intricate interplay of intentions and beliefs in
communication (cf. § 1.4 above).

3. Bothhis 1946 and 1964 publications assimilated the signified («significatum» or
«signification», respectively) to the message of a sign process, even though they
distinguished the signifier («sign family») from the sign vehicle; this prevented
Morris (like Peirce) from adequately analyzing the use of codes in indirect
communication (cf. § 1.2 above)

4. Innone of his works did Morris provide adequate distinctions between pragmatic
relations, pragmatic processes, pragmatic information, and pragmatic messages;
this lack of differentiation made the epistemnological status of pragmatic re-
search appear unclear at first (cf, § 3 above).

Morris's approach proved flexible enough to absorb the required corrections. In
this way, Morris's semiotics has continued to have an impact on semiotic research. It
is as strong today as ever.
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